
CS 355 Lecture 9 : Differential Privacy



Lastweeko
- MPC
- PIR

todays " MPC is not enough "

• Brief recap on MPC and PIR
↳ Does MFC

"

imply
"

PIR ? ( no ,

↳ Does MPC protect "

privacy
" ? ( no )

• Intro to differential privacy

- Defining privacy
- The Laplace mechanism

- Composition I post - processing
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Question : Does MPC " imply
"

PIR ?

e. g. , given a maliciously - secure ZPC protocol
for arbitrary functions f

,
can you construct single - server PIER ?

Answer : Not necessarily B

why : NPC says we can compute the function
f- ( i

,
X ) = Xi privately and efficiently .
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server 's ↳ parties run in poly time

input ↳ communication is poked)

MPC protocol doesn't guarantee that communication is o( 1×1 )

PIR is an example of a cryptographic primitive with a stricter
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MPC and privacy . # of smokers that
# 0 have cancer

I
✓

we want to know if smoking causes cancer £ !
,
g.

*
si

study : collect ( S
,
C ) from n participants and compute Y= -

EEaB£ ↳ Ego , }
€i= ,

Si

' '

smoker
"

' ' has cancer
" \

# of smokers

smokes has cancer MPC protocol
Alice ? ? secure against

° °

u -1 corruptions
Bob ✓ I

t÷I¥÷'the . fame × ✓
⇒ y=③

Daisy ✓ x

↳ does Alice smoke ?

does Alice have cancer ?

• Is this really " private
" ?

• Do we really need to know the exact value of y to understand

the link between smoking and cancer ?

↳ there's sampling noise anyway so no I
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Private data analysis " adverse#
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Strong privacy notion ( Dalai .us
,
1977 ) :

" The analyst learns nothing about Alice that it couldn't have

learned without the database D "

This is too strong ? E.g . if the Analyst knows that Alice smokes
,

and it learns from D that "

smoking increases cancer risk "

,
it has learned

something about Alice ( she is nor likely to have cancer ) .

↳ this remains true even if Alice is not in the database to
↳ the only way to satisfy. this notion is if the Analyst learns nothing at all I

Differentiation
" The analyst learns nothing about Alice that it couldn't also have

learned if Alice was not in the database "

aq.io?.eg/Differeutialprirac-#apromise
[ Dork

,
Roth 2014]

Whether Alice agrees to give her data to the curator or not has no

influence on what an adversary can learn ?

( so she might as well give her data for the advancement of Science ? )

Note : the del. . prevents the analyst from learning individual facts about Alice

but not from learning
"

population - level
"

facts such as
"

smoking causes cancer
"

.
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Let U be the curator 's ( randomized ) algorithm
for answering the analyst 's queries ,

i.e .

M : XIQ → y U ( D
, q ) = y

of us.
'? databases 195%4 ↳

retaught database T (
query

(
answer

Definition [ E - differential privacy ,
Dwork - Mcsherry - Nissim - Smith 2006 ] E

±i÷÷÷¥:÷÷

Remarked . Any " bad
"

event when Alice is in the DB
would have happened with similar probability if
Alice was not in the DB

• Think of Eso as a small constant
↳ why can't E be negligible ( say in IDI ) ? [ Homework]



Q : Can any query be answered with
differential privacy ( and some utility ) ?

A : No !

Example :

Hml :÷÷÷÷÷÷÷÷÷ : ef # Im in . . . .it. ]

If it gives an accurate answer with high
probability for one of the two databases

,
it must give

a very inaccurate answer with roughly the same

probability for the other database
.



teUechaEDPweiiyqeries

We will show how to get differential privacy for real - valued

queries g : X "
→ IR

.

For example
,

"

counting queries
"

:

trave smote

Alice 1

DEE Bob t 9 = #t of smokers
Charlie o

Daisy 1

QCD ) ⇐ 3

Definitions ) : For a query g : X
"

→ R
,
the

sensitivity of q is Aq = Max / q ( D ) - g ( D
') /

DND '

Q : what is the sensitivity of a counting query ?

A : ⑦

Q : what is the sensitivity of the "
maximum salary "

query ?

A : unbounded



Definitions ) :

The centered Laplace distribution with parameter b,

Lapcb)
,
has density fears

,
= eI\

-

mean = 0

Variance = 2b
'

Laplace Mechanism MID
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• McisE-DP

fret : For any DVD
'

, y EIR and query q ,
let b= IT .

Then
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For any value returned by Me on D
,
Mc would

have returned the same value with approx .
the same

probability on D "

.

• Me is accurate
-

:

HB > o
,
lP[ / Mac D. a ) - qcxsl ⇒ ¥1 . Init )] EB

Example : for a counting query ( sq =L )
,

it
Me is E - DP for E= o . I

,
then with

99% probability , the error in the counting
query will be less than ÷ . 1¥ . ) e 46

Note that the noise
,
and thus error

,
are independent

of the size of the database
.

Proof : Follows from the following standard concentration

inequality for the Laplace distribution :

% ↳ pcb,
[ 14 > co ↳ I L e

- C

for any constant c
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• Post - processing : Lef M : X "
x Q ⇒ Y be E - DP and

-

let f : Y → Z be any ( randomized ) lunation
.

Then ( foil ) : X "
→ Z is E - DP .

I
function ✓

Composition

Proteins ) :

Fix
any neighboring databases D

,
D
'

query q and event S E Z
.

Let T = { y E Y : fades } ! Then :

IP If CMC D. a ) ) ESI = IP [ MCD , a) ETI
s ee . PIM CD! a) ETI
= EE . IPIFCMCD ' ,qD est

O

Remartoo Whatever the analyst does with the answers

to the queries ,
DP is guaranteed To



• Composition : Let Me
,
Mz

.
. . .

.
Un be algorithms

where U ; : X
"

x Q → Y : is E : - DP
.

Then MCD
, g) ↳ ( M , ( D. a ) ,

UZCD
, a ) ,

- . .

,
Mulka ))

is E - DP for E = II
.

E : .

range of M

Proof : Fix any D - D
'

, query Q and Cy
. .

. . .

.

- a) E4*I
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,
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'
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,
g.) = ( y . .
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.
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Reina : The more queries are answered
,
the less

privacy remains to


