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Review !

Def : A deterministic
,
efficient algorithm F : KxX - Y

is a PRF if for all efficient adversaries A
,

PRFadv[A
,
F] = negL(X)
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Xi
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0/w : - * Funs[X ,
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f(Xi)
>

E 50 , 1



For be 30 , 1 , Wp is the event that A outputs 1 in Exp b
.

PRFadv[A ,
FJ : = /Pr[Wo-Pr[WisI

A is called Q-query if A issues at most Q queries .

Block Ciphers
① A BlockLipher is a pair of deterministic ,

eff algs
LE :XX-X

,
D : kxX-> X) such that

② · For any KEK ,
ECK

,
) is a permutation on X

and D(K
,
) is it's inverse

.

· E is a pseudorandom permutation.

-
Def is almost identical to a pseudorandom function

except now :

· F : KxX -> X is a permutation
· In Exp 1 ,

& Perms[X]
.

Theorem (PRF Switching Lemma) :

Let IXI be super polynomial in the security parameter (i. e. i is

negL(X) .

A pair of algorithms (E
,
D) as defined in 0

with property & is a block cipher if and only if
E is a pseudorandom function.

PRPadr (A
,
E-PRFadULA

,EXT



Thus
,
to show (E

,
D) is a Blockcipher ,

it suffices to

show E is just a PRF rather than a PRP.

Intuitively
,
for large X ,

it should be hard to distinguish
a random Function from a random permutation.

Feistel Network
Ultimately ,

we want to construct a block cipher

from a PRF
.

But
,
how would you even construct a

permutation from a function ?

12

Feistal Permutation
I

Let f : x -> X be a function. Then
,

π(u
, v) : = (V

,
40 f(v))

π"(x
, y) : = (y0f(x) ,

X

are permutions on X2 and inverses.

↳ f
J X Y

= ↓ fI ⑦ T-

- ↓ ~

x
=

Y U V



π + (π(u , v) = I (v ,
u0f(v)

=((( f(v) f(v) , v)
= (u ,

v)

Construction
Intuition : Replace the f in the fiestal permutation
with F(K

,
) where F is a PRF

· Then
, apply the

fiestal permutation three times with distinct

keys .

(Luby - Rackoff) Let F : K xX -> X be a PRF

such that1X1 = 0
, 1x .

We will construct (E
,

D)

where E :3 x -> 22
, D : 3 x X -> X

2

E((K , 2 ,
Ks)

,
(U , v) D((k , kz ,

Ks)
,
(x

,y)

· W = U-F(k
,
v) · W = YOFL ,

x)

e· x = VA F(k2
,
W) ·

v =XAF)
,
w)

·

y * WOF(ks ,
X) ·

u =W F(k
,
v)

Output (x , y) Output (u ,
v)

What goes wrong with only applying
the permutation one or two times instead?



Ihm : If F is a PRF
,
then (E

,
D) is a

Block Cipher .

we'll do this.
Road Map
1) Prove E is a PRF

.

F
2) By the PRF Switching Lemma and 1)

,
CE

,
D) is a

block cipher. 2

Lemma : E is a PRF

Consider an efficient PRF adversary A that makes at most
& queries .

We will show PRFadv[A
, E] = negL(X) .

1 : Simplifying the Adversary
claim : We can construct an adversary A s .

t.

· PRFadr[A
,
E] = PRFadv[A'

,
E]

A
· A always makes exactlyQ distinct queries .

O
· A is efficient if A is efficient

.

Sketch : A is a trivial wrapper around A that

keeps a table of distinct queries from A and responses.
· Al forwards distinct queries to the challenger and
simulates/forwards responses to As queries .

· If A makes less than Q queries, Al will make

extra distinct queries until Q is reached.



We will proceed WLOG that the prior conditions
apply to A

,
since the advantage of A is identical

.

Step 2 : Sequence of Hybrids
Intuition : We can replace the PRF evaluations F(K,i ) , F(k2 , )

F(ks
,
) with truly random functions f

, En,ts .

Query ing Wik U, F(k , Vi)
& E = winfla 3at 0 Xi # V# F(k2 ,

Wi

(Ui
,
Vi) Yi # WiDF (ks ,

Xi) Y : * Wifs(Xi)

We can show with high probability that all the Wi's resulting
from the queries are distinct. This will imply the Xi's
are random and independent. As a result

,
we can similarly

show they are distinct with high probability. This will

allow us to conclude that the is are similarly random and

independent.

Proof : Overview
· Games O

,

1
,

2
,

3 are played between A and different challengers.
· Game O Will correspond to Exp 0 and Game 3 will

correspond to Exp 1 of the PRF game .

· Let W; be the event that A outputs 1 in Game j . P:
= Pr[W;]

· We will show for j =1 ,
. . .,
3. (Pr[W;> - P[W; - 11 < neg L(X) .



Thus
,
PRFadv[A

,
E] = /Pr[Ws] -Pr[Wol

= ((Ps - P2) + (Pz - P ,
) + (P ,

- Po) !

=> (P3 - P2) + (Pz - P, 1 + 1P, - Pol

1 neg((X)

Game 0 Challenger Game 1 Challenger
k
, kz , k * K f

,
fz

,
fs * Funs[X ,

X]

Receive (ri , vi) (for i = 1, . .

.,
Q) Receive (ri , vi) (for i = 1, . .

.,
Q)

W ; =U; F(k, Vil Wi = U ; 0 f , (vi)

Xi = Vi F(kz ,
Wil Xi = Vi0 fc (wi)

Y; = W ; F(k, ,
Xi) Y; = Wi f

> (Xi)

Send (Xi , Yi) to A Send (Xi , Yi) to A

Theorem : There exists an adversary B
,
just as efficient as A

,

such that
1 Pr[W ,] - Pr[Wo]1 = 3 . PRF adv[B

,
F]

Exercise : See if you can show this !

Hint : Construct a PRF adversary against the 5-PRF
.

Game 2 : In this game ,
we will replace the challenger with

an identical challenger called a faithful grome such that

· Pr[W] = Pr[W] (i
.

e. the chul behaves identically
· We can reason more explicitly about the randomness used .



f
, Funs[X

,
X]

X
, ..., XqX "randomness for fa ,fs queries

"

Y, , ..., Y X

· Receive (ri , vi) (for i = 1, . . . .,
Q)

Wi =U; F ,
(V,

I

Xi *Xi J Makes sure we

* If Wi = W ; for some ji : X , X, simulate fo as
X; = V ; X ; a random function

Y ; Xi

* If Xi = X ; for some j<i : Yi Y; Simulate F >

Y; = W ; 0 y , I
Send (Xi , Yi) to A .

Game 3 : In this game ,
the challenger will be identical

to the Game 2 chal
, except we remove the consistency

checks
.
This is referred to as the "forgetful grome. I

f
,
* Funs[X

,
X] · Receive (Ri , vi) (for i = 1, . . . .,

Q)

X
, ...,

X X
Wi =U; F ,

(V,Q
Y, , ..., Y X I

&1 ,
X:

-

X; = V ; X ; I- no consistency
Y =Yi Checks

-

Y; = W ; 0 y ,
Send (Xi , Yi) to A .



Intuition : If no collisions occur
,
then these challengers will

behave identically ; hence ,
an adversary would behave the same .

We

will show collisions rarely occur.

Probability : When comparing Pr[Ws] and Pr[W],
We must be careful to ensure theyore over the same

probability space .

The following random variables determine the probability space
·Coins : randomness of the adversary
· 5

,
X, ,

. .

... Xa ,
Y
, ..., Yo : randomness of the

challenger
Claim 1 : In game 3

,
Coins

,
F ..

X
, Y ..., X · Yo are

mutually independent .

Proof Sketch : Observe
, by construction ,

that the random variables

Coins
,
S, X, Y

, ....
Xa

,
Yo are mutually independent.

· Condition on fixed values for (Coins ,
F

. ) ,
the first query

(U
,

r
,
) and W, are fixed. However , (X ,

Y,
) are uniform

and ind in the conditioned space .

Hence
,
(x, Y,) are also.

· Then
,
conditioned on (Coins

,
+

..
X

.. Y .
)

, 2 , V2 ,
We) are fixed

,

but CX
, Yu) are uniform and independently distributed .

· claim follows by induction
.



Collision Events :

· Z ,: event where wi = W ; for some it;

· Z2 : event where Xi = X; for some if ;

· Zi = z
, Vz2

Claim 2 : W21E occurs if and only if Ws1E

Proof Sketch : For fixed values of Coins
,
S
r,
X, . . . .. Xa ,

Y, ... a

such thatI does not occur
,

we can show the sequence of

queries (Ui , Vi) and responses (Xi , Yi) are identical by induction .

In particular , the consistency checks are never triggered.

We will now show (Pr[W3] - Pr[W2]/ < neg)(X).

Proof : 1 Pr [Ws] - Pr[W21 = /Pr[W 123
+ PULNs VE) I- Pr[W21E]-Pr[Wez]

= (Pn[w> 12] - Pr[W2 1z]/
= Pr[z] = Pr(Z ,

] + Pr[Ez]

By claim 1) and union bound
, Pr[Zz].

Next
,
we will show Pr[z

,= 1.
IXI

Consider
any fixed pair of indices it ·

Suppose Vi = V;: Since A only makes distinct queries ,

we must have UiFU;; Thus , WiFW;



Suppose VifU;: By claim 1 ,
f

, (vi) and f ,
(vi)

are uniformly and independently distributed in a conditioned

probability space
Pr[U ; f , (vi) = U; Of, (vi)] over fixed values

= Pr (4 ;u; = f
,
(v , /of , (vi)

=
Thus

,
Pr[wi =wil ↑ and Pr[Zi by union bound.

Therefore
, 1Pr[Ws-Pr[Wel

Finally ,
in summary ,

PRF adv[A
,
E = 3 · PRFadr (B

, F)+ neg((X)
IXI

↑ ↑
neg((X) neg((X)

By the PRF Switching Lemma
,
(E

,
D) is a block cipher. 5


