
We can use SIS to directly obtain a collision-resistan-hash-funt.cn (CRHF) .

Definition. A keyed hash family H : K ✗ ✗ → Y is collision- resistant if the following properties hold :
-

Compressing:/ Y / < 1×1
-

coll-ision-H-a.to For all efficient adversaries A :

Pr [KIK ; 4. ✗
' I ← A (1? K) : H(k,✗)=H(k,x') and ✗ =/ ✗

' ] = negl (7) .

We can directly appeal to SIS to obtain a CRHF : H : IFM ✗ { 0,13m → 2g
"

where we set m > In log q7 .

In this case , domain has size 2M > 2^1%6 = q^ , which is the size of the output space. Collision- resistance follows assuming ST-sn.m.q.is
for

any p7ÑgqT

The SIS hash function supports efficient local updates :

suppose you
have a public hash h = HH) of a bit-string ✗ c- {0,13? Later

, you want to update ✗ ↳ ×
'
where ✗ and ×

'

only
differ on a few indices leg, updating an entry in an address book). For instance

, suppose ✗ and ×
'

differ only on the first bit

leg. , X , = 0 and Xi = 1). Then observe the following
h=H( k , ✗I = A. ✗

l l m

= # g.
. . .

qm) / ¥1m) = I ✗ i ai = Ixia; since ×
,

-

- o

item] i --2

h
'
= Hlk , ✗ 1) = A. ✗

'

M M

= Ixia;
= Xia ,

t [ ✗i
'
ai = a

,
+ Ixia; = a, th since ✗i = Xi for all i 72

1- Elm] i=z i=2

Thus
,
we can easily update h to h

'

by just adding to it the first column of A without Crelcomputiny the full hash function
.

The SIS hash function is universal - this will be a very useful property (in conjunction with the leftover hash lemma)

Definition . Let H : K ✗ ✗ → Y be a keyed hash function
.
We say H is E- universal if for all Xo

,
×

,
C- X where

Xo =/ ✗ , ,
Pr /KKK : Hlkixo) : Hlkix,) ] E E .

When E=%y1
,
we say it is universal

.

Lemmy . The SIS hash function H : Zq
""

✗ { 0.13
"
→ Zag is universal

.pro#Take any Xo , ✗ ,
C- {0,1}m with ✗ o =/ Xi . If HCA , Xo) = HCA , xD ,

then Alxo - X ,) = 0
.

Let a
, ,
. . - , am C- 2g

"

be

columns of A
.
Then

,

A (Xo - × ,) =
E ai Hoi - Xi

,
:)

item] Note: When q
is
prime, this

argument also extends to

Since there exists some j c- (m] where Xoj =/ Xyj , the above relation holds only if any domain that is subset

c- {-1,1} of Ij . Namely
H :

2g
""

✗ Igm → 2g
"

aj
= (x

,,
- Xo;) Sai ""i "" )

is universal .independen+"¥aj#
Thus

, pr[A←Rzj×m : A Exo -✗c) = 0 ]

= Pr /ai. . .. . am£ Zog :

aj
= (x ,;

- Xo;) Zai Hoi -Xi ,:))
i=j

=
1-

qn



Definition . Let ✗ be a random variable taking on valves in a finite set S
.
We define the guessing probability of ✗ to be

max Pr[✗=s]
SES

we define the min-entropy of ✗ to be

Hos (X) = - log Max Pr[✗=s]SES

Intuitively : if a random variable has In bits of min -entropy , then its most likely outcome occurs with probability at most 2
"

(i.e
,
there exists at least 2k possible values for ✗)

Definition . Let Do
,
D

, be distributions with a common support S. Then
,
the statistical distance between D, and Da is defined to be

(Do
, D.) = £ I / Pr [to-Do : -1=5 ] - Pr [t←D , :-( =s ] /

SES

If Do and D, are E- close
,
then 10 adversary can distinguish with advantage better than E

↳ When E is negligible , we say the two distributions are statisticaHyindisguihabe denoted Do I D ,
↳ Contrast with computational indistinguishability which says no efficient adversary can distinguish denoted Do É D,

Theorem_(LÉahÉ) . Let H : K ✗ ✗ → Y be an E- universal hash function . Suppose ✗ c- ✗ is a random

variable with K bits of min -entropy. Then, define the following two distributions :
Do : KEK

, y
← HCK

,
x) ; output (k , y)

D,
: KEK

, y
F- Y ; output (Ky)

The statistical distance between Do and D
,
is at most

-

0112 , D.) fall :# + Hyle - 1)
When H is universal , this becomes

☐ (Do ,D.) f£Ñ% ( since E =

"

Kyi)

Typical setting
: H is universal and 141=2

" -2? By LHL
,
(k , Hlkix)) É ( k , g) where

y EY .

This is an example of a
"

randomness extractor
.

"

y
LHL shows that universal hash

we have a source (x) with min -entropy ,
but not necessarily uniform . functions can

" smooth
"
out a

we want to extract from it a quite random value
non-uniform distribution

t
Incurs loss of 22 bits of entropy

common application : extracting uniformly random cryptographic keys from non-uniform source

↳ consider H : I?×m✗ { 0,13m → 29

|
"" """"" "" " P"""

"""" " "&

HCA , X) : = AXY f distribution with at least n +27 bits of

suitable for use min -entropy ( 7384 bits if n = 7=128)
could be binary as a symmetric key

representation of P-ractialhearis-t.ci use random oracle

a group element

← does not have to be uniform - just needs min -entropy I typically, we just taken to be

In lattices: If A Iq
"'m and v I { 0,13

"

,
then AV C- 2g

"

is uniform when m > n log qt 22 the security parameter and
set m= ①lnlogq)

nxm

By a hybrid argument , if we sample 12£ {0,13^+7 then AR is statistically close to uniform over 2g

We will see this used in many constructions



Commitments from SIS (recall : commitment is a
"

sealed envelope
")

-

Setup (H)
→

Crs : Samples a common reference string } Here, opening can simply be the pair (mir)
- Commit (crs.pe ; r)

→ 0 : commits to a message µ with randomness r Verifier checks that on = Commit (Crs,m;r)

Useful building block for zero- knowledge proofs and other cryptographic protocols
-

Setup (ti) : Let n
, q be lattice parameters , and m = ①Cnlogq)

nxm

Sample A
, , Az
±
2g . Output crs = (A

, ,
Az)

- Commit (Crs
, µ ; r) : Output 0 = A,m + Azr where crs = (Ai , Az)

µr c- {0,13m£ = [A , / Az] /Mr] c- 2g
"

compressing when m > nlogq

Theorem (statistically Hiding) . If m > 3nlogq , then scheme is statistically hiding.
Pro_of . By the LHL, for r E {0,13? Azr É Uniform (Zag) . Thus

, Azr acts as a one- time pad for A. m .

TheoremÉpuaÉidiy). Under SISn.zm.q.fm ,
the commitment scheme is computationally binding.

Proo_f. Suppose A can break the binding property. We use A to construct SIS adversary B :

SISn.zm.q.fm challengerAlgorithm B

g
[ A , / Az] [A, / Az)# zgn

✗2m

Algorithm A

• c- 2g
"

Him

→ IF.ir?1c- { - i. o.is
"

If A is successful
,
then µi=µz and [A

, / Az) /Hi ] = 0 =/A , / Az ) /%), which means [A , / Az) /Hiiiii ] = 0
.

Since µ , -1µL this is a non - zero SIS solution with norm at most tzm
.

Compare this with Pedersen commitments from discrete log :

setup (IX) : Take a prime- order group ① ← Group Gen (A) . Let p
be the order of 6.

Sample g, h
£ 6

. Output crs = (g.
h)

commit (crs.pe ; r) : output gtlh?
Are g.
It

discrete log SIS

g.h
£6 A

, ,
Az f- 2J

"

s

GM A
, µ

hr Azr

We will see many similar parallels between discrete log based systems and lattice- based systems


